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▪ Supply Chain issues 
▪ Custom Built Desktops
▪ Cost $$
▪ GPU Cards

CAD Workstations History & Challenges  



Azure VM GPU SKUs

▪ AMD or NVIDIA
▪ Single GPU, Multiple GPUs or Split GPUs
▪ Compute-Intensive, Graphics Intensive, Visualization Workloads
▪ CUDA / GRID or AMD
▪ NVIDA GRID License: 1 Desktop OR 25 RemoteApps



Azure VM GPU SKUs

The NCv3-series and NC T4_v3-series sizes are optimized for compute-intensive GPU-accelerated applications. 
Some examples are CUDA and OpenCL-based applications and simulations, AI, and Deep Learning. 
The NC T4 v3-series is focused on inference workloads featuring NVIDIA's Tesla T4 GPU and AMD EPYC2 Rome processor. 
The NCv3-series is focused on high-performance computing and AI workloads featuring NVIDIA’s Tesla V100 GPU.

The ND A100 v4-series size is focused on scale-up and scale-out deep learning training and accelerated HPC applications. 
The ND A100 v4-series uses 8 NVIDIA A100 TensorCore GPUs, each available with a 200 Gigabit Mellanox InfiniBand HDR 
connection and 40 GB of GPU memory.

NV-series and NVv3-series sizes are optimized and designed for remote visualization, streaming, gaming, encoding, 
and VDI scenarios using frameworks such as OpenGL and DirectX. 
These VMs are backed by the NVIDIA Tesla M60 GPU.

NVv4-series VM sizes optimized and designed for VDI and remote visualization. 
With partitioned GPUs, NVv4 offers the right size for workloads requiring smaller GPU resources. 
These VMs are backed by the AMD Radeon Instinct MI25 GPU. NVv4 VMs currently support only Windows guest operating 
system.

NDm A100 v4-series virtual machine is a new flagship addition to the Azure GPU family, 
designed for high-end Deep Learning training and tightly-coupled scale-up and scale-out HPC workloads. 
The NDm A100 v4 series starts with a single virtual machine (VM) and eight NVIDIA Ampere A100 80GB Tensor Core GPUs.



Optimizing GPU VMs

▪ RDP Shortpath for Public or Managed Networks



Optimizing GPU VMs

▪ Install the appropriate drivers/extensions



Optimizing GPU VMs

▪ GPO



Optimizing GPU VMs

▪ Start VM on Connect / Power off VMs



Optimizing GPU VMs

▪ Fair Share Technology

Fair Share technologies is used to balance CPU, disk, and 

network bandwidth resources among multiple Remote 

Desktop sessions.

Applies to: Windows Server 2016, Windows Server 2012 R2, 
Windows 10 Enterprise multi-session, Windows 11 Enterprise 
multi-session
KB4494631



Optimizing GPU VMs

▪ Vendor recommendations

Leveraging Multi-session VMs to support ArcGIS Pro using Azure Virtual Desktop (esri.com)

“Using AVD is a solid option to deliver ArcGIS Pro to several users on a single VM, this can provide 
the added benefit to help control cloud costs. When used properly and with a solid cloud use 
strategy you can deliver ArcGIS Pro to more users leveraging Azure Virtual Desktop.”

https://www.esri.com/arcgis-blog/products/arcgis-pro/3d-gis/leveraging-multi-session-vms-to-support-arcgis-pro-using-azure-virtual-desktop/


Demo
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